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Abstract—Software rejuvenation is a proactive software control technique that is used to improve a computing system performance when it suffers from software aging. In this paper, a two-granularity inspection-based software rejuvenation policy, which works as a closed-loop control technique, is proposed. This policy mitigates the negative impact of two-level software aging. The two levels considered are the user-level applications and the operating system. A Markov regenerative process model is constructed based on the system condition. We obtain the degradation rate of the application software and operating system from fault injection experiments. The diagnostic accuracy of the adopted monitoring policy is applied to inspect the application software and operating system, is considered as we provide the optimal rejuvenation strategies. Finally, the availability and the overall loss probability with their corresponding optimal inspection time intervals are obtained numerically based on the parameter values estimated from the experiments. Experimental results show that two-granularity software rejuvenation is much more effective than traditional single-level software rejuvenation. In our experimental study, when two-granularity software rejuvenation is used, the unavailability and the overall loss probability of the system were reduced by 17.9\% and 2.65\%, respectively, in comparison with the single-level rejuvenation.
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I. INTRODUCTION

The software aging concept was introduced more than 20 years ago. It is about the phenomenon that software shows a performance degradation after executing for a long time uninterruptedly [1]. The cause of software aging is essentially residual defects (bugs) either in the software code or in design [2]. Commonly investigated causes of software aging include but are not limited to memory leaks, unreleased file-locks, and round-off errors [2], [3]. To counteract software aging, Huang et al. [1] introduced a software recovery technique known as software rejuvenation. This technique is used to proactively mitigate the software aging effects before the system crashes. It has been applied extensively in industry and academia [4]–[6].

Aging-related bugs are usually hard to find and fix [7], [8]. We note that there are tools available for finding and fixing such bugs. Nevertheless, many such bugs remain in complex software systems during operation. Hence, a complementary mitigation

NOMENCLATURE

Notation

\[ \begin{align*}
T_{\text{in}} & \quad \text{Time to trigger inspection}. \\
K(t) & \quad \text{Global kernel matrix}. \\
E(t) & \quad \text{Local kernel matrix}. \\
\Gamma(t) & \quad \text{Gamma distribution}. \\
\pi & \quad \text{Steady-state probability of the MRGP}. \\
A & \quad \text{Steady-state system availability}. \\
L & \quad \text{Overall loss probability}. \\
\lfloor \cdot \rfloor & \quad \text{Floor function returns an integer value of nearest rounded down integer}. \\
\lambda(\cdot) & \quad \text{Transition rate}. 
\end{align*} \]

Acronyms

\[ \begin{align*}
\text{AS} & \quad \text{Application software}. \\
\text{OS} & \quad \text{Operating system}. \\
\text{MRGP} & \quad \text{Markov regenerative process}. \\
\text{M&A} & \quad \text{Monitor and analysis system}. \\
\text{MTrD} & \quad \text{Mean time from robust to degradation state}. \\
\text{EMC} & \quad \text{Embedded Markov chain}. \\
\text{EMRS} & \quad \text{Embedded Markov renewal sequence}. \\
\text{ALT} & \quad \text{Accelerated life test}. \\
\text{TTF} & \quad \text{Time to failure}. \\
\text{CBMG} & \quad \text{Customer behavior model graph}. \\
\text{EBs} & \quad \text{Emulated browsers}. \\
\text{JVM} & \quad \text{Java virtual machine}. \\
\text{MCR} & \quad \text{Mean consumption rate}. 
\end{align*} \]
method needs to be proposed to deal with these remaining bugs during the operational phase. Cleaning the software environment during operation has been demonstrated effective to deal with aging-related bugs. These cleaning actions can be done in a reactive manner (after the occurrence of failures due to these bugs) or can be done in a proactive manner. Software rejuvenation is a cost-effective technique to proactively schedule a cleanup of the software environment (by means of techniques like a restart or a reboot) prior to the occurrence of a failure due to such bugs. Software rejuvenation does not remove software bugs. Instead of removing software bugs, software rejuvenation “refreshes” the operating environment by removing accumulated errors and freeing system resources when it is triggered.

Generally speaking, two main approaches are used to address software aging and rejuvenation challenges: analytical model-based approach and measurement-based approach [3], [9]. The analytical model-based approach uses probability models to estimate the software aging process and determine the optimal rejuvenation scheduling based on the estimated aging state [1], [10]–[12]. On the other hand, measurement-based approaches collect information directly from the system and estimates using statistical or machine learning methods the real state of the system to trigger the rejuvenation process accordingly [13]–[23]. Meanwhile, the former approach is relatively easy to generalize across different systems because it is based on a simplification of the system. The latter is not easy to generalize since usually it exploits some peculiar aspect related to the nature of the considered system (e.g., the fact that some particular resource exhibits seasonal or fractal patterns). Moreover, measurement-based approaches are not meant to estimate long-term dependability measures such as availability. Several attempts have been made to combine the benefits of both model-based and measurement-based approaches, by describing the phenomenon analytically, most often by Markov-based models, and determining the model’s parameters (and some case even the model structure) through measurements, i.e., via observed data [24]. These efforts are here referred to as hybrid, in that they combine aspects of the previous two approaches. Despite the practical importance of hybrid approaches, only a minority of studies has been made to exploit measures for feeding models.

To the best of our knowledge, most research interests in the literature only give careful consideration to the rejuvenation at a single level [5], [25]. Castelli et al. [6] first proposed a two-level software rejuvenation method, which was developed theoretically in [12].

An experimental study of four-granularity rejuvenation techniques was first carried out by Alonso, Matias, Vicente, Maria, and Trivedi [26], which covers application level, OS level, virtual machine level, and physical machine level. Ning, Trivedi, Hu, and Cai [9] gave a theoretical analysis on multigranularity rejuvenation based on continuous-time Markov chain.

To put the multigranularity software rejuvenation into use in a real system, there are several challenges to solve.

1) The first one is how to know which granularity the aging-related fault is at. To rightly ascertain the aged granularity is much more difficult than to know whether there is an aged granularity in the system.

2) The second challenge is how to analyze and model the multigranularity software system when there are several granularities need to consider. These granularities may depend on each other. So to obtain the optimal multigranularity rejuvenation strategy is much tougher than that in single-level cases.

3) The third challenge is how to experimentally or theoretically prove that multigranularity rejuvenation strategy is more effective than single-level software rejuvenation. Anyhow, rebooting the system is a valid method to counteract the software aging without identifying the aging granularity.

When the phenomenon of software aging is observed in a software system, if there is too little information to identify the location of the aging-related faults, then single-level rejuvenation of rebooting the OS may be an appropriate choice. If the aging can be located at the module level, then multigranularity is a suitable method. Using tools such as LeakTracer [27], LeakTracker [28], and Compuware DevPartner Java Edition [29], we usually can know which module or granularity the memory related bug is in. Furthermore, if the causes of aging can be located in the code, then fixing it may be possible. Unfortunately, aging-related bugs are commonly very hard to locate and fix in code [6], [30]–[32].

In this paper, we apply the paradigm of MRGP to study two-granularity software rejuvenation scheduling. We obtain the steady-state system availability and the overall loss probability as functions of the inspection interval. Then, the optimal inspection intervals are calculated accordingly by maximizing the availability and minimizing the loss probability.

The main contributions of this paper are the following:

1) an MRGP model for capturing the two-granularity software states;

2) obtaining the diagnostic accuracy of the M&A and its effects on the rejuvenation strategy;

3) optimizing the two-granularity rejuvenation scheduling to maximize the system availability and minimize the loss probability.

The rest of this paper is organized as follows. In Section II, the two-granularity software rejuvenation policy is explained. Then, in Section III, an MRGP model for the two-granularity software rejuvenation policy is constructed and the closed-form solution is obtained. Section IV is devoted to availability analysis. In Section V, we present the experimental setup and the methods used in our experimental study. The experimental results are analyzed in Section VI. Section VII presents the threats to validity. Finally, Section VIII presents the concluding remarks.

II. TWO-GRANULARITY SOFTWARE REJUVENATION POLICY

Time-based [13], [25] and inspection-based [9], [14], [18] are the two main types of software rejuvenation scheduling strategies. Time-based rejuvenation is used to recover the system at predetermined time intervals. It is usually an open-loop control technique. When inspection-based rejuvenation is applied,
it needs to periodically inspect the system to perceive software aging effects and then trigger rejuvenation accordingly. The inspection-based rejuvenation is, thus, a closed-loop control technique. Granularity of rejuvenation is another dimension of classification as proposed in [26]. This dimension identifies the location of aging effects and directly targets the aged granularity.

In this paper, we present an inspection-based model to analyze system availability, where two granularities are considered: AS level and OS level (see Fig. 1).

1) **AS-Level Granularity:** Application granularity software rejuvenation can be executed to mitigate the impacts of software aging at the AS level. This granularity rejuvenation implicates stopping and restarting the aged application. AS rejuvenation implies a proactive application restart that is useful in removing volatile in-memory application-specific aging effects [2], [6].

2) **OS-Level Granularity:** OS granularity is at a lower level than the AS granularity, whose effects are more complex than that of AS level. If the aging effects are caused by OS kernel, or that interacts between the AS and OS, then rejuvenation at the AS granularity is likely to be ineffective. Rejuvenation at the OS level would be required in this case.

A general model of software aging and rejuvenation was first presented by Huang et al. [1]. It is a four-state Markov model, including a robust state, a failure-prone state, a rejuvenation state, and a failure state, where the robust and the failure-prone states are available (up) states, and the failure state and the rejuvenation state are unavailable (down) states. Xie, Hong, and Trivedi [12] proposed a more detailed model by dividing the failure-prone state into “middle efficient state” and “low efficient state” and dividing the rejuvenation state into “partial rejuvenation state” and “full rejuvenation state” while studying inspection-based preventive maintenance in two-level systems. Alonso, Matias, Vicente, Maria, and Trivedi [26] proposed a comparative experimental analysis of four-granularity software and software rejuvenation overhead. In their paper, AS rejuvenation strategy is used to mitigate the aging effects first. If AS rejuvenation strategy fails, then the next higher level of granularity rejuvenation is executed till the aging is mitigated.

Rejuvenation strategies of different granularity treat different levels of software aging impact and have different costs. So it is necessary to choose the proper rejuvenation strategy to lessen the aging impacts at different levels. Being different from [26], our paper deals with how to obtain the optimal strategy and how to use those rejuvenation techniques presented by the above cited paper. Our method is to rejuvenate the aging part (or level) with the corresponding granularity rejuvenation technique, rather than rejuvenate the system from low level to high level.

We develop the aforementioned model proposed in [1] by dividing the software system into AS and OS software. We consider the case that the AS and the OS have their separated memory usage. In our model, for AS, there are four states: robust state, degradation state, rejuvenation state, and failed state, which are denoted by r, D, R, and F, respectively. Similarly, OS software has the same four states. So, there are total $4 \times 4 = 16$ states for the whole software system, which are depicted in Table I. These states are represented by two letters. The left one corresponds to the AS level and the right one corresponds to the OS level. For instance, state “rD” means AS is at robust state and OS is at degradation state. Out of 16 states, we need to consider only ten states, and the other six states can be ignored. Take the state “rF” for example, if the OS software has failed, the application will not be available. So, the state “rF” can be dropped.

An M&A is used to decide at which granularity rejuvenation should be carried out. The M&A consists of a monitor and a data analyzer. The monitor collects specific data from the AS and OS when the system is up. The data analyzer evaluates the data collected by the monitor and then diagnoses the state of the target system. Let $(t)$ be the state reported by the M&A at time $t$. The maintenance actions of the system are determined by $(t)$, which are given by Table II.

We have the following assumptions for our two-granularity software aging and rejuvenation model.

![Fig. 1. Example of a two-level computer system.](image-url)
1) The time to inspection trigger is a constant, $T_{in}$, which is actually the constant variable in this paper.

2) There is no delay in carrying out the inspection for the M&A, which means that the system makes instantaneous diagnoses after it is triggered.

3) When the AS fails, the M&A will be triggered immediately to detect the state of the OS.

4) After each rejuvenation of the AS or the OS, the timer of the M&A will be reset.

5) The holding time $T_{A1}$ (or $T_{O1}$) of AS (or OS) from robust state to degradation state has the exponential distribution with parameter $\lambda_{A1}$ (or $\lambda_{O1}$). The holding time $T_{A2}$ (or $T_{O2}$) of the AS (or OS) from degradation state to failed state also has the exponential distribution with parameter $\lambda_{A2}$ (or $\lambda_{O2}$).

6) The rejuvenation time $T_{A3}$ (or $T_{O3}$) of the AS (or OS) from degradation state to robust state has a general distribution $F_{A3}(t)$ (or $F_{O3}(t)$). The reactive restart (or reboot) time $T_{A4}$ (or $T_{O4}$) of the AS (or OS) also has a general distribution $F_{A4}(t)$ (or $F_{O4}(t)$).

Let $TrueState(t)$ be the true state of the system at time $t$. Assume that the M&A does not always make correct diagnoses. $MonitoredState(t) \neq TrueState(t)$ means that the M&A makes a misdiagnosis. Recall that the AS and the OS have their separated memory usage. Suppose that the M&A makes diagnoses independently for the AS and the OS. Let $MonitoredState_{AS}(t)$ and $MonitoredState_{OS}(t)$ be the diagnosis results of AS and OS, respectively. $T = \{rD\}$ means that $MonitoredState_{AS}(t) = r$ and $MonitoredState_{OS}(t) = D$. Suppose that if AS and OS are at one of the states in \{failed, rejuvenation\}, they can be rightly diagnosed by the M&A. Let

$$
\begin{align*}
    p_r &= Pr[MonitoredState_{AS}(t) = r | TrueState_{AS}(t) = r] \\
    p_D &= Pr[MonitoredState_{AS}(t) = D | TrueState_{AS}(t) = D] \\
    q_r &= Pr[MonitoredState_{OS}(t) = r | TrueState_{OS}(t) = r] \\
    q_D &= Pr[MonitoredState_{OS}(t) = D | TrueState_{OS}(t) = D].
\end{align*}
$$

\text{(1)}

When and which rejuvenation technique should be executed depends on the diagnosis results from the M&A. For example, if $TrueState(t)$ is “rD,” there are four possible actions according to the inspection results $MonitoredState(t)$:

- \text{Reju. AS $\rightarrow rD$, if (t) = rD}
- \text{Reju. OS $\rightarrow \text{D}$, if (t) = rD}
- \text{Reju. AS $\rightarrow \text{D}$, if (t) = Dr}
- \text{Reju. OS $\rightarrow \text{D}$, if (t) = DD}

by noting our assumption that if the AS and the OS are at one of the states in \{failed, rejuvenation\}, they can be rightly diagnosed by the M&A. The meaning of the above brace can be explained as follows. Suppose that $TrueState(t)$ is “rD.” If $MonitoredState(t)$ is “rr,” which means that the M&A makes a right report regarding the AS level and makes a wrong report regarding the OS level, then no maintenance action will be taken. The true state of the system will still be “rD.” If $MonitoredState(t)$ is “Dr,” which means that the M&A makes wrong reports regarding both the AS level and the OS level, then the action of AS rejuvenation will be taken. The true state of the system will still be “rD” after AS rejuvenation. The true state transition path in this case is rD $\rightarrow$ RD $\rightarrow$ rD.

Based on the rejuvenation scheduling defined above, the true state diagram is determined. Fig. 2 shows the state diagram of the ten states for our two-granularity software aging and rejuvenation model. In the figure, $F(t)$ are the distribution functions of the corresponding sojourn times. According to our supposition, the holding time $T_{A1}$ of the AS transition from robust state to degradation state follows exponential distribution $F_{A1}(t)$. Also the holding times $T_{A2}$, $T_{O1}$, and $T_{O2}$ follow exponential distribution with the distribution functions $F_{A2}(t)$, $F_{O1}(t)$, and $F_{O2}(t)$, respectively. As shown in Fig. 2, because the time to trigger inspection is a deterministic value $T_{in}$, the stochastic process $Z(t)$ determined by the model is not a Markov process.
but an MRGP whose EMC is identified by states 0, 1, 2, 3, 4, 5, and 6. And the states 7, 8, and 9 are not regenerative state and hence are not the holding EMC. The holding times of the transitions from one of the states in \( \{7, 8, 9\} \) to the holding times of the states in \( \{1, 2, 3\} \) are not conditional independent. For example, the sojourn time distributions of the transition from state 7 to state 2 depend on the latest state to state 7. If the trajectory is from state 5 to state 7 and to state 2, the sojourn time at state 7 is \( T_{in} \); if the trajectory is from state 1 to state 7 and to state 2, the sojourn time at state 7 is smaller than \( T_{in} \).

A formalized description of the MRGP model will be given in the following section.

## III. MRGP Model Analysis

Here, we study the steady-state probability of the MRGP model presented in Section II. We use \( Z = \{Z(t); t \geq 0\} \) with state space \( \Phi = \{0, 1, 2, 3, 4, 5, 6, 7, 8, 9\} \) to represent the state of the system. Clearly, the stochastic process \( Z(t) \) is not a homogeneous continuous-time Markov chain, because not all the sojourn times of the states are exponentially distributed. Furthermore, \( Z(t) \) is not a semi-Markov process if the distribution \( F_{in}(t) \) is not exponential. \( Z(t) \) is called regenerative if there exist time points \( S_i \) at which the process probabilistically replicates itself [20]. The random times \( S_i \) are called regeneration time points of \( Z(t) \). The sequence \( \{S_i, i = 1, 2, \ldots\} \) of the regeneration points identifies an embedded renewal sequence. Therefore, at each regeneration point \( S_i \), the process \( Z(t) \) is independent of its past and has the same stochastic behavior as that \( Z(t) \) has from \( t = 0 \).

\( Z(t) \) is called an MRGP if it identifies an EMRS \((X, S)\) with the further property that the distributions of \( \{Z(t + S_i); t \geq 0\} \) supposed \( \{Z(u); 0 \leq u \leq S_n, X_n = i, i \in \Omega \subseteq \Phi\} \), are the same as those of \( \{Z(t); t \geq 0\} \) with \( X_0 = i \), where \( \Omega = \{0, 1, 2, 3, 4, 5, 6\} \). So we know that \( \{Z(t); t \geq 0\} \) has Markov property at time points \( \{S_0, S_1, S_2, S_3, \ldots\} \) with the corresponding state sequence \( \{X_0, X_1, X_2, X_3, \ldots\} \). This also implies that the future of the process \( Z \) when \( Z(t) = i \not\in \Omega \) may do not have the Markov property, which means that state changes between two consecutive regeneration epochs \( S_i \) and \( S_{i+1} \) do not have regenerations. So, it might be possible that \( Z(t) \) returns to \( \Omega \) without passing these Markov regeneration epochs.

For such an MRGP, we can identify the matrix \( V(t) = [V_{i,j}(t)] \) as the conditional transition probabilities:

\[
V_{i,j}(t) = \Pr\{Z(t) = j \mid Z(0) = i\}.
\]

At any instant \( t \), the conditional transition probability matrix \( V(t) \) is defined by \( Z(t) \) can be expressed as follows [8], [10]:

\[
V_{i,j}(t) = \Pr\{Z(t) = j, S_1 > t \mid Z(0) = i\} + \Pr\{Z(t) = j, S_1 \leq t \mid Z(0) = i\} = \Pr\{Z(t) = j, S_1 > t \mid Z(0) = i\} + \sum_{k \in \Omega} \int_{0}^{t} dK_{i,k}(u)V_{k,j}(t-u)
\]

for all \( i \in \Omega, j \in \Phi, \) and \( t \geq 0 \). Let \( E(t) = [E_{i,j}(t)] \), where

\[
E_{i,j}(t) = \Pr\{Z(t) = j, S_1 > t \mid Z(0) = i\}.
\]

Then, the integral equations for \( V_{i,j}(t) \) identify a Markov renewal equation and can be written in the following matrix form:

\[
V(t) = E(t) + \int_{0}^{t} dK(u)V(t-u).
\]

(2)

The matrix \( K(t) \) in (2) is called the global kernel matrix and \( E(t) \) is called the local kernel matrix of the MRGP, where \( K(t) = (K_1(t), K_2(t)) \), and

\[
K_1(t) = \begin{pmatrix}
0 & k_{0,1}(t) & k_{0,2}(t) & k_{0,3}(t) \\
k_{1,0}(t) & 0 & 0 & 0 \\
0 & 0 & 0 & k_{2,3}(t) \\
k_{3,0}(t) & 0 & 0 & 0 \\
k_{4,0}(t) & 0 & 0 & 0 \\
k_{5,0}(t) & 0 & 0 & k_{5,3}(t) \\
k_{6,0}(t) & 0 & 0 & 0
\end{pmatrix}
\]

\[
K_2(t) = \begin{pmatrix}
k_{0,4}(t) & k_{0,5}(t) & k_{0,6}(t) \\
0 & 0 & 0 \\
0 & 0 & 0 \\
k_{2,5}(t) & k_{2,6}(t) \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

Here, we present \( k_{0,1}(t) \) and \( k_{0,2}(t) \). The other \( k_{i,j}(t) \) are given in the Appendix briefly.

For \( k_{0,1}(t) \), there are two paths: \( 0 \rightarrow 1 \) and \( 0 \rightarrow 8 \rightarrow 1 \). Because the M&A is triggered at evenly spaced intervals \( T_{in} \) which is value to optimize in this paper, so we have

\[
k_{0,1}(t) = \Pr\{Z(S_1) = 1, S_1 \leq t \mid Z(0) = 0\} = \sum_{k=1}^{|\frac{t}{T_{in}}|} \left((1-p_D) \cdot \left(1 - p_\tau \right) \cdot e^{-\lambda_1 t} \cdot T_{in}\right)
\]

\[
+ p_D \cdot \sum_{k=1}^{|\frac{t}{T_{in}}|} \left((1-p_D) \cdot \left(1 - p_\tau \right) \cdot e^{-\lambda_1 t} \cdot T_{in}\right) \int_{0}^{T_{in}} \lambda_1 e^{-(\lambda_1 t + \lambda_0 x)} \cdot (p_\tau \cdot q_\tau) \cdot \left|\frac{t}{T_{in}}\right| dx
\]

where the function \( \left|\frac{x}{T_{in}}\right| \) finds the nearest integers less than or equal to \( x \). So \( |x/T_{in}| \) is the number of diagnoses before the state of the AS is degradation, and these diagnoses are rightly made. So the number of diagnoses is \( k - |x/T_{in}| \), when the system is at state “Dr,” of which the first \( k - |x/T_{in}| - 1 \) diagnoses are wrongly made and the last one is rightly made.

For \( k_{0,2}(t) \), there are three paths: \( 0 \rightarrow 7 \rightarrow 2, 0 \rightarrow 7 \rightarrow 9 \rightarrow 2 \), and \( 0 \rightarrow 8 \rightarrow 9 \rightarrow 2 \). So

\[
k_{0,2}(t) = \Pr\{Z(S_1) = 2, S_1 \leq t \mid Z(0) = 0\}
\]
Here, we given the local kernel matrix $E(t)$. Because an MRGP can change states between two consecutive Markov regeneration epochs, we need to capture these changes through the matrix $E(t)$. Moreover, the cardinality of $Z(t)$ can be larger than the cardinality of the EMC state space and so, generally, $E(t)$ is a rectangular matrix. In fact, in the present example, the EMC has seven states, while the MRGP has ten possible states. By a careful examination of the MRGP in Fig. 2, we have $E(t) = E_1(t), E_2(t)$, where

$$E_1(t) = \text{diag}\{E_{0,0}(t), E_{1,1}(t), \ldots, E_{6,6}(t)\}$$

and

$$E_2(t) = \begin{pmatrix}
E_{0,7}(t) & 0 & E_{1,7}(t) & 0 & 0 & E_{5,7}(t) & 0 \\
E_{0,8}(t) & 0 & 0 & 0 & 0 & 0 & 0 \\
E_{0,9}(t) & 0 & E_{2,9}(t) & 0 & 0 & E_{5,9}(t) & 0
\end{pmatrix}^T.$$

Here, we given $E_{0,0}(t)$ and $E_{0,7}(t)$. The others are given in the Appendix. For $E_{0,0}(t)$, we have

$$E_{0,0}(t) = Pr\{Z(S_1) = 1, S_1 > t \mid Z(0) = 0\} = \sum_{k=0}^{\infty} Pr\{Z(S_1) = 1, S_1 > t \mid Z(0) = 0, N_{in}(t) = k\} \cdot Pr\{N_{in}(t) = k\} = e^{-(\lambda_{A1}+\lambda_{O1})t}[(1 - F_{in}(t))\text{e}^{-\lambda_{A1}t}] + \sum_{k=1}^{\infty}(p_r q_r)^k \int_0^t (1 - F_{in}(t-x))dF_{in}(x) = e^{-(\lambda_{A1}+\lambda_{O1})t}(p_r q_r) \frac{1}{\lambda_{in}}.$$

For $E_{0,7}(t)$, we have

$$E_{0,7}(t) = \int_0^t (p_r q_r) \frac{1}{\lambda_{in}} \cdot (1 - F_{in}(t-x))dF_{in}(x).$$

Once both the kernel matrices $K(t)$ and $E(t)$ are specified, the model can be analyzed. For the steady-state probabilities of the EMC, we define

$$K := \lim_{t \to \infty} K(t).$$

Solve the equation $v = v \cdot K$, where the row vector is $v = (v_0, v_1, \ldots, v_6)$; then, one of the solutions is

$$v = (1, k_{0,1}, v_2, k_{0,2} + k_{0,3}k_{3,2} + v_2k_{2,3}, k_{0,4}, k_{0,5} + v_2k_{2,5}, k_{0,6} + k_{0,5}k_{5,6} + v_2(k_{2,6} + k_{2,5}k_{5,6})$$

where

$$v_2 = \frac{k_{0,2} + k_{0,3}k_{3,2}}{1 - k_{2,5}k_{5,2}}.$$

So, the steady-state probability vector of the EMC is

$$v^* = \frac{v}{\sum_{i=0}^{6} v_i}.$$

To obtain the steady-state probabilities of the MRGP, we define the following terms:

$$\mu_i = E[S_1 \mid X_0 = i]$$

and

$$\alpha_{m,n} = \int_0^\infty E_{m,n} dt$$

where $\mu_i$ are given in the Appendix, and $\alpha_{m,n}$ can be calculated with $E_{m,n}$, which are also given in the Appendix.

Then, the steady-state probabilities of the MRGP are given by

$$\pi_i = \sum_{k=0}^6 \frac{\beta_k \alpha_{k,i}}{\mu_k}, \quad i \in \{0, 1, 2, \ldots, 9\}$$

with

$$\beta_k = \frac{\nu_k \mu_k}{\sum_{i=0}^{6} v_i \mu_i}.$$

IV. AVAILABILITY ANALYSIS

Here, we provide more detailed analysis for the availability. The distributions $F_{A3}(t)$ and $F_{O3}(t)$ of proactive rejuvenation times are chosen as Weibull distributions, which occur in many situations of scientific interest, especially in man-made phenomena [33]. Here, the distributions $F_{A4}(t)$ and $F_{O4}(t)$ of reactive rejuvenation times are chosen as Pareto distributions. The distribution functions are given by

$$F_{A3}(t) = 1 - e^{-(t/a)^\nu}, \quad F_{O3}(t) = 1 - e^{-(t/c)^\nu}$$

$$F_{A4}(t) = 1 - \frac{m}{t}, \quad F_{O4}(t) = 1 - \frac{n}{t}.$$
The expected times $E(T_{A3})$, $E(T_{O3})$, $E(T_{A4})$, and $E(T_{O4})$ in (3) can be rewritten as

$$E(T_{A3}) = a\Gamma(1 + 1/b), \quad E(T_{O3}) = c\Gamma(1 + 1/d)$$

$$E(T_{A4}) = \frac{m\sigma}{\sigma - 1}, \quad E(T_{O4}) = \frac{n\rho}{\rho - 1}.$$ 

Actually, our model can accommodate very general distributions. When the MRGP steady-state analysis is employed, we just need the mean sojourn time for each repair state. However, Weibull distribution is very popular in modeling the TTF and the time to repair of complex systems [33]. The use of Weibull and Pareto distributions can be seen as an example only. We highlight that due to the nature of MRGP models, any other distribution could be used, which makes the adopted approach very flexible.

To maximize system availability, different scenarios of software aging and corresponding rejuvenation policies have been considered [3]. Suppose that the system is up when it is at state $\in S_A = \{0, 7, 8, 9\}$. If the system state is not in $S_A$, it is not up. Then, the steady-state system availability as a function of the inspection time interval $T_{in}$ is

$$A(T_{in}) = \sum_{i\in S_A} \pi_i(T_{in}).$$

Then, the optimal inspection interval $T_{in}^*$ for maximizing the availability satisfies

$$\frac{d(A(T_{in}^*))}{dT_{in}^*} = 0.$$ 

In addition, we consider the loss probability $L_i$ measured value as the reward of the model for the up state $i$ in $S_A$. The reward rate of loss probability is 1 for the down states. Then, the overall loss probability of the system is

$$L(T_{in}) = \sum_{i\in S_A} L_i \cdot \pi_i(T_{in}) + \sum_{i\notin S_A} \pi_i(T_{in}).$$

The optimal inspection interval $T_{in}^*$ for minimizing the overall loss probability satisfies

$$\frac{d(L(T_{in}^*))}{dT_{in}^*} = 0.$$ 

V. EXPERIMENTS

Memory leaks are recognized to be one of the major causes of resource exhaustion problems in complex software, which represents one of the most serious causes of aging. Many papers have studied the effect of memory leaks in software [2], [15], [21], [32], [34]–[38].

The ALT approach has been successfully applied in many engineering fields [36], [37] to significantly reduce the experimentation time. In [36] and [37], the authors employed the ALT approach to solve the optimal rejuvenation problem. In this paper, we employ the injecting memory leaks approach to study the two-granularity strategies. We focus on the distributions of the TTF of the AS and the OS when they suffer from software aging.

A. EXPERIMENT SETUP

Our test bed is based on the settings used in [35], where it is composed of two physical machines which are connected by a switch. The two physical machines have exactly the same hardware facilities (CPU: Intel(R) Core(TM)2 Quad Q9400, RAM: 2 Gbyte, NIC: 1000 Mbps). One of the physical machines is used as a server provider, which is the system under test. The OS in this server is Fedora 13: 2.6.33.3-85.fc.i386.PAE. We chose TPC_W benchmark of Version 6.0.29 as the web server software [40], which also includes MySQL as the database server. The other physical machine is used to imitate the clients generating requests to the server provider. It is composed of a set of EBs. The number of EBs is 100 throughout the experiment.

In TPC-W standard, there are 14 different web pages including home page, best selling page, new books page, search page, shopping cart, order status page, etc. According to the functions, the 14 pages can be divided into browse and order categories. The order pages typically have greater processing requirements than the browse pages due to the high frequency of database accesses and secure transactions. The users’ navigation pattern is emulated based on a CBMG. The CBMG shows how the users navigate, how to use the functions, and how to control the transition frequency of these functions. In a user session, an EB sends a sequence of logically connected requests to the web application server. Before the EB sends the next requests, there is a “thinking time.” We can obtain the controlled execution percentage of each page by enforcing the transition probabilities for the CBMG.

We wrote a perl script to work as the monitor which collects the memory usage of the two levels and other information from the web server. In our experiment, the monitor is executed every 7s.

Fig. 3 illustrates the experimental environment used in this paper.

B. SEPARATION OF THE AS AND THE OS

To make sure that the memory usage of the AS and the OS is independent as the initial assumption, we configure the JVM in which Tomcat and TPC_W servlets run. The initial and maximum heap size is set to be 25% of the total available physical

Fig. 3. Experiment test bed.
Therefore, the maximum size of the Heap will be allocated to it once the JVM is started. In this way, the memory allocated to the TPC_W would not change throughout the experiment, and thus, memory usage will work independently, and therefore, we will able to collect the memory usage of each level separately [41].

Fig. 4 shows that the heap size is fixed after memory usage separation.

C. Injecting Memory Leaks

To emulate the software aging effects of memory exhaustion, we inject memory leaks into the AS and the OS by modifying the source code of TPC_W Benchmark and an OS kernel module, respectively.

1) Injecting Memory Leaks Into the AS: We modify the two pages TPC_W_search_request_Servlet and TPC_W_Shopping_cart_interaction. If the request_Servlet or Shopping_cart_interaction is requested by the EBs, then a bug is triggered and a random number $N$ which is the size of the injected memory leak, is generated on each invocation of doGet(). In this way, we embed two bugs into the pages of TPC_W_search_request servlet and TPC_W_shopping_cart_interaction. Fig. 5 illustrates how memory leaks are injected at the AS level.

2) Injecting Memory Leaks Into the OS: A kernel module is written to inject memory leaks into the OS to emulate the memory exhaustion effects at the OS level. In this module, we add a new function write_ex() which has the same function as the kernel system call write(). When TPC_W_search_request_Servlet or TPC_W_order_status_Servlet is requested, the added kernel module is then triggered. In this case, the routine write_ex() is executed, which makes memory leak inside the kernel. Note that the other software will not call write_ex(), because this is exclusive for our use only. If TPC_W_search_request_Servlet is visited, both the AS level and the OS level are injected with memory leaks. The process of injecting memory leaks into the OS is similar to that into the AS. The process is presented in Fig. 6.

D. System State Definition and Diagnostic Accuracy of Monitor

Before we get the sojourn time of each state, we need to define the states of AS and OS. In this paper, we use a full path method to define the states of AS and OS, which is used to obtain the misdiagnosis ratio of the M&A. The advantage of the full path method is that we need only a few sensors and the diagnosis can be done offline. Fig. 7 presents the monitoring process. First, it
invokes JVM monitoring tool Jmap to obtain the memory usage of Young, Old, and Permanent spaces. Second, it invokes the system program “free” to obtain the memory usage of the OS. Last, it invokes a script written in bash to obtain the status of the Tomcat server by visiting the admin page of Tomcat server.

Let $t_fA$ be the time that AS goes down; then, we define the critical time point $t_{DA}$ as:

$$t_{DA} = \min \{ t^* | \text{the average memory usage of AS in the time interval } [t^*, t_fA] \text{ equals 90\% of the total memory of AS}\}.$$

Then, we consider that TrueState$_{AS}(t)$ of AS is degradation state when $t \in [t_{DA}, t_{IA}]$, and TrueState$_{AS}(t)$ is robust state when $t \in [0, t_{DA}]$. We define the states of the OS just in the same way as that of the AS (see Figs. 8 and 9).

A question is why we use 90\% of the total memory as the critical value to define the degradation state of AS. Actually, when the memory usage of AS is about 90\% of its total memory, it is expected that the swap space starts being used and thus the system performance is affected.

After TrueState$_{AS}(t)$ being defined, we give the definition of MonitoredState$_{AS}(t)$. To improve the diagnostic accuracy of the M&A, we set 2\% absolute error tolerance. So if the M&A reports that MonitoredState$_{AS}(t_k)$ is robust state, then the M&A reports that MonitoredState$_{AS}(t_{k+1})$ at time $(k + 1)r$ is degradation state if and only if the AS memory usage inspected by the M&A is more than 92\% of its total memory. If the M&A reports that MonitoredState$_{AS}(t_k)$ is degradation state, then the M&A reports that MonitoredState$_{AS}(t_{k+1})$ is robust state if and only if the AS memory usage inspected by the M&A is less than 88\% of the total memory.

If MonitoredState$_{AS}(t) \neq$ TrueState$_{AS}(t)$ in an inspection, then we say that the M&A makes a misdiagnosis in this inspection.

Another question is why we set 2\% absolute error tolerance when we determine the diagnostic accuracy of the M&A. Actually, if we set a larger value for the absolute error tolerance, then the M&A becomes more insensitive when the available memory changes. If we set a smaller value, then the M&A becomes much more sensitive when the available memory changes. If the M&A is insensitive, then type II error in our statistical hypothesis testing occurs with larger probability. While if the M&A is sensitive, then type I error occurs with larger probability. Of course, a reasonable value for absolute error tolerance is likely to depend on the change of memory usage. Our experimental data show that 2\% absolute error tolerance makes a compromise between the two types of statistical errors.

To obtain the misdiagnosis probability of the M&A to the AS and OS, we need to record memory usage at the AS and OS levels. The misdiagnosis probability of the M&A to the AS under the condition that the TrueState$_{AS}(t)$ is robust is estimated by:

$$1 - p_r = \frac{N_{m, AS, r}}{N_{t, AS, r}}$$

where $N_{m, AS, r}$ is the number of misdiagnosis times of the M&A to the AS and $N_{t, AS, r}$ is the diagnosis times when the real state
of AS is robust. We use a preliminary experiment to get data of $N_{m,AS,r}$ and $N_{t,AS,r}$. In the experiments, the memory usage of the AS and the OS level is recorded about every 7.1 s till AS crashes. The time interval from the AS restarts to AS crashes is [0 s, 14 320 s]. In the time interval [0 s, 9341 s] $\subset$ [0 sec, 14 320 s], the AS is at robust state, and in the time interval (9341 s, 14 320 s), the AS is at degradation state. When the AS is at robust state in this time interval [0 s, 9341 s], the diagnosis times when the AS is at robust state is 1315 units. According to the state definition of AS, we have right diagnosis times is 1310. So we obtained $N_{m,AS,r} = 5$ and $N_{t,AS,r} = 1315$. Then, the estimation of the misdiagnosis probability of the M&A to the AS under the condition of the AS being at robust state is

$$1 - p_r = \frac{5}{1315} = 0.0038$$

and the rightly diagnosis probability is 0.9962.

When AS is at degradation state in the time interval [9341 s, 14 320 s], the misdiagnosis probability of the M&A to AS is estimated by

$$1 - p_D = \frac{N_{m,AS,D}}{N_{t,AS,D}}$$

where $N_{m,AS,D}$ is the number of misdiagnosis times of the M&A to the AS and $N_{t,AS,D}$ is the total times of inspection. We obtain the estimation of the conditional misdiagnosis probability as

$$1 - p_D = \frac{6}{712} = 0.0085.$$ 

Similarly, we obtain the estimations of the misdiagnosis probabilities of the M&A to the OS when the real state of the OS is robust or degradation, respectively:

$$1 - q_r = \frac{905}{22789} = 0.0397$$

$$1 - q_D = \frac{346}{2543} = 0.1361.$$ 

Because the environment of these experiments to obtain the right diagnosis probability of the M&A are similar to the environment of the other experiments to obtain to the distributions of the random variables such as $T_{A1}$, $T_{A2}$ in the following section, so we conclude that the right diagnosis probability of the M&A is the same as that in the experiments in Section VI.

Actually, the right diagnosis probability also depends on the environment, in which the AS and the M&A work. How to develop the right diagnosis probability of the M&A should be considered in the further research.

VI. RESULT ANALYSIS

The degradation rate of a given software usually depends on the running environment, which involves the type of work and its respective intensity [25], [37]. To obtain the measurements of MTrD, and the mean time from degradation to failed state (MTDF) of AS and OS, respectively, a two-stage random number generating method is used. In the first stage, two series of random number values $(X_1, X_2, \ldots, X_6)$ and $(Y_1, Y_2, \ldots, Y_6)$ are generated following an exponential distribution with the parameter $\lambda$ equaling to 1kb, which are used as the average size of each memory leak injected at the AS level and the OS level in each experiment, respectively. We use $(X_1, X_2, \ldots, X_6)$ and $(Y_1, Y_2, \ldots, Y_6)$ to represent the complexity of different types of work the sever system provides, which makes the MTrD and MTDF exponentially distributed. In the second stage, in each experiment for the AS and the OS, the injected leak size of each visit follows a Poisson distribution, which represents the strength of the work. For example, in the $i$th experiment for the AS level, the injected leak size of each visit to the page TPC_W_search_request_page as well as TPC_W_order_status_Servlet also follow a Poisson distribution, Poisson$(X_i)$ at the AS level, and the injected leak size of each visit to the TPC_W_search_request_page and TPC_W_order_status_Servlet also follow a Poisson distribution, Poisson$(Y_i)$, at the OS level. We conducted a total of 12 experiments to obtain six samples of MTrD and six samples of MTDF for the AS and OS respectively, which are shown in Table III. The six experiments for the AS and that for the OS were executed independently.

In each experiment, we end the experiment run after the memory resource is exhausted; then, we obtained the MTrD and MTDF and the memory consumption rate in each experiment, which are shown in Table III. Therefore, we obtained the state transition rates of Table II, which are given in Table IV.
The numerical results show that the percentage of rejuvenation at the AS level is 60.19%, and the percentage of rejuvenation at the OS level is $1 - 60.19\% = 39.81\%$.

To comparatively analyze the effects of two-granularity software rejuvenation and single-level software rejuvenation, we suppose that there is no AS proactive or reactive restart, which is the common case when the traditional single-level rejuvenation is used. In this scenario, if the AS is at aging state, we rejuvenate the OS level (not just the AS level); if the OS is at aging state, we also rejuvenate the OS level. Similarly, if the AS is at crash state, we reactively restart the OS level (not the AS level); if the OS is at crash state, we also reactively restart the OS level. In our model, we correspondingly replaced the RD and RR states in Fig. 2 with RR and RR states. Then, the sojourn times of the corresponding new states have the distribution $F_{D3}$. The other states and their sojourn times did not change. In this case, numerical results show that the unavailability and overall loss probability of the system are $0.00039$ and $4.8753 \times 10^{-3}$, respectively.

If two-granularity software rejuvenation is used, the unavailability of the system is reduced by

$$\frac{0.00039 - 0.00032}{0.00039} = 17.9\%$$

in comparison when the single-level rejuvenation is used. Similarly, the overall loss probability of the system is reduced by

$$\frac{4.8753 \times 10^{-3} - 4.7461 \times 10^{-3}}{4.8753 \times 10^{-3}} = 2.65\%.$$

**VII. Threats to Validity**

Every empirical study suffers from methodological shortcomings [31], [32]. Basically, the following four categories of validity are the most concerned issues by researchers in this respect.

1) **Conclusion validity**: Conclusion validity refers to the statistical relationship between the treatment and the outcome.

In this paper, we use a preliminary experiment to obtain the misdiagnosis probability of the M&A. If the event $\text{MonitoredState}_{AS}(t) \neq \text{TrueState}_{AS}(t)$ is observed in an inspection, then we say that the M&A makes a misdiagnosis in this inspection. A threat to the misdiagnosis probability is that the event above has different rates during a state of the AS. For example, if the AS is at robust state, the event occurrence rate is smaller rate when the system has enough memory, and the event occurrence rate becomes larger when the time approaches the critical time $t_{DA}$ which is defined previously in this paper. Besides, when repeating the preliminary experiment, deviation occurs to the misdiagnosis probability.

Another threat to validity is that the independent variables such as TTF of the AS and the OS are not known to correlate substantially. Besides, the JVM garbage collection impacts on the memory usage measurement in the experiment, which makes the parameters such as $\lambda_{DA}$ and $\lambda_{DO}$ vary.
2) **Internal validity:** Internal validity refers to the relationship between the treatment and the outcome. A threat to the internal validity might result from the dependent variables in an experiment, especially when the researchers are not aware of the relationships among dependent variables. In this paper, we used memory usage as the indicator of software aging. There are some other software aging indicators such as CPU usage rate, reply time delay, and so on. If we use different aging indicators, then the variables such as $T_{DA}$ and $T_{D0}$ measured are different. In this case, an issue would be to select low quality aging indicators, that is, aging indicators with a low precision to capture the aging effects or even that show high false-positive or false-negative rates. A good source of discussion on this problem would be [38].

Another weak threat to validity is the other AS on the OS. In this paper, we focus on the web server AS and OS, but they are more or less affected by the other supporting AS.

3) **External validity:** External validity is concerned with the generalizability of the results for the other people outside the investigated case.

In this paper, we considered the case that the AS and the OS are independent by separating memory usage of the AS and the OS levels. Our method cannot be applied to the other case when the AS and the OS shares the memory usage. Thus, this is one threat to external validity.

4) **Construct validity:** Construct validity is about the extent to which the specific variables of an empirical study are consistent with the intended constructs in the theoretical model.

Commonly investigated causes of software aging include but are not limited to memory leaks, unreleased file-locks, and round-off errors [2], [8]. Memory usage is one of the most used measurements of software aging [38]. This paper uses memory usage as the measurement of software aging. However, the other measurements cannot totally be ignored in a software system. They are potential threats to validity.

The software aging-related bugs are the root causes of software aging. In this paper, software rejuvenation strategy was optimized to counteract the impacts of software aging-related bugs. Therefore, the bugs unrelated to software aging are threats to validity.

**VIII. CONCLUSION**

In this paper, we have discussed the two-level software aging behavior of software systems. The aim of this study is to apply an overall optimal rejuvenation strategy to the system that suffers from two-granularity software aging. According to the software states identified, four software maintenance techniques, AS proactive rejuvenation, OS proactive rejuvenation, AS reactive restart, and OS reactive restart, are used to counteract the negative impact of the software aging effects.

We have proposed a Markov regeneration process model based on the states identified in the Apache Tomcat server system. We have validated the analytical solution of the Markov regeneration process model. The aging behavior-related parameters of the software were obtained from controlled experiments. Therefore, the corresponding optimal inspection interval was given from the analytical solution.

The experimental results show that two-granularity software rejuvenation was much more effective to counteract the software aging than single (OS) level rejuvenation.

Note that multilevel rejuvenation can be applied only when we know which part (or level) the aging is at. So, the main limitation of this paper is the difficulty to locate the aged part (level) by using different metrics for software aging detection in real applications. While if the traditional single (OS) level rejuvenation is used, this limitation can be redeemed by applying the metric of system performance [38]. So, it is important to investigate appropriate metrics and mechanisms to measure the aging effects in different levels of computing systems, which will allow us to apply easier our proposal approach.

The diagnostic accuracy of the M&A has been considered when we gave the optimal rejuvenation scheduling in this paper. For this purpose, a full path method is used. How to improve the diagnostic accuracy of the M&A is an interesting extension of this study. With a fine-grained software observability, high dependable automatic software rejuvenation technique will be closer to real systems.

**APPENDIX**

The global kernel matrix $K(t)$:

For $k_{0,1}(t)$, there are two paths: $0 \rightarrow 1$, and $0 \rightarrow 8 \rightarrow 1$.

$$k_{0,1}(t) = Pr\{Z(S_1) = 1, S_1 \leq t \mid Z(0) = 0\}$$

$$= \sum_{k=1}^{\lfloor kT_{in} \rfloor} (p_r q_r)^{k-1} (1 - p_r) q_r e^{-\lambda_{A1} + \lambda_{O1}) kT_{in}}$$

$$+ \sum_{k=1}^{\lfloor kT_{in} \rfloor} \int_0^{kT_{in}} \lambda_{A1} e^{-(\lambda_{A1} + \lambda_{O1}) x} (p_r q_r)^{\lfloor \frac{kT_{in}}{T_{in}} \rfloor - 1} \left( (1 - p_r) q_r e^{-\lambda_{A1} + \lambda_{O1}) (kT_{in} - x)} dx \right.$$

For $k_{0,2}(t)$, there are three paths: $0 \rightarrow 7 \rightarrow 2$, $0 \rightarrow 7 \rightarrow 9 \rightarrow 2$ and $0 \rightarrow 8 \rightarrow 9 \rightarrow 2$. So

$$k_{0,2}(t) = Pr\{Z(S_1) = 2, S_1 \leq t \mid Z(0) = 0\}$$

$$= \sum_{k=1}^{\lfloor kT_{in} \rfloor} (p_r q_r)^{\lfloor \frac{kT_{in}}{T_{in}} \rfloor - 1} e^{-(\lambda_{A1} + \lambda_{O1}) (kT_{in} - x)} dx$$

$$+ \int_0^{kT_{in}} \lambda_{A1} e^{-(\lambda_{A1} + \lambda_{O1}) x}$$

$$\left. + \lambda_{A1} e^{-(\lambda_{A1} + \lambda_{O1}) x} e^{-(\lambda_{A2} + \lambda_{O2}) (kT_{in} - y)} \right)$$

$$= \left( (1 - p_r)(1 - q_D) \sum_{k=1}^{\lfloor kT_{in} \rfloor} \int_0^{kT_{in}} \lambda_{O1} e^{-(\lambda_{A1} + \lambda_{O1}) x}$$

$$\left. \left[ p_r (1 - q_D)^{\lfloor \frac{kT_{in}}{T_{in}} \rfloor - 1} e^{-(\lambda_{A1} + \lambda_{O1}) (kT_{in} - x)} \right. \right.$$
\[
[(1 - p_D)(1 - q_D)]^k - \left[\frac{x}{\tau_{in}}\right]^{-1} dydx
+ p_D(1 - q_D) \sum_{k=1}^{\left[\frac{x}{\tau_{in}}\right]} kT_{in} \int_{x}^{kT_{in}} \lambda_A t e^{-(\lambda_{A1} + \lambda_{O1})x} \lambda_{O1} e^{-(\lambda_{A1} + \lambda_{O2})(y - x)} e^{-(\lambda_{A2} + \lambda_{O2})(kT_{in} - y)}
(p_q) \frac{1}{\tau_{in}^2} \left[1 - p_D\right] q_D \left[1 - \frac{x}{\tau_{in}}\right]^{-1} \left[\frac{x}{\tau_{in}}\right]^{-1} dydx.
\]

For \(k_{0.3}(t)\), there are five paths: \(0 \rightarrow 3, 0 \rightarrow 7 \rightarrow 3, 0 \rightarrow 8 \rightarrow 3, 0 \rightarrow 7 \rightarrow 9 \rightarrow 3, 0 \rightarrow 8 \rightarrow 9 \rightarrow 3\). So
\[
k_{0.3}(t) = Pr\{Z(S_1) = 3, S_1 \leq t \mid Z(0) = 0\}
= \sum_{k=1}^{\left[\frac{x}{\tau_{in}}\right]} e^{-(\lambda_{A1} + \lambda_{O1})kT_{in}} (p_x q_x) (1 - q_x) e^{-(\lambda_{A1} + \lambda_{O2})(kT_{in} - x)}
(p_q) \frac{1}{\tau_{in}} [p_x (1 - p_D)] e^{-(\lambda_{A1} + \lambda_{O2})(kT_{in} - x)} dx
+ (1 - q_x) \sum_{k=1}^{\left[\frac{x}{\tau_{in}}\right]} \int_{x}^{kT_{in}} \lambda_A t e^{-(\lambda_{A1} + \lambda_{O1})x} \lambda_{O1} e^{-(\lambda_{A1} + \lambda_{O2})(y - x)} e^{-(\lambda_{A2} + \lambda_{O2})(kT_{in} - y)}
(p_q) \frac{1}{\tau_{in}^2} \left[1 - p_D\right] q_D \left[1 - \frac{x}{\tau_{in}}\right]^{-1} \left[\frac{x}{\tau_{in}}\right]^{-1} dydx.
\]

For \(k_{0.4}(t)\), there is one path: \(0 \rightarrow 8 \rightarrow 4\). So
\[
k_{0.4}(t) = Pr\{Z(S_1) = 4, S_1 \leq t \mid Z(0) = 0\}
= \int_0^t \int_0^y \lambda_A t e^{-(\lambda_{A1} + \lambda_{O1})x} e^{-(\lambda_{A2} + \lambda_{O2})(y - x)}
(p_q) \frac{1}{\tau_{in}^2} \left[1 - p_D\right] q_D \left[1 - \frac{x}{\tau_{in}}\right]^{-1} \left[\frac{x}{\tau_{in}}\right]^{-1} dydx.
\]

For \(k_{0.5}(t)\), there are two paths: \(0 \rightarrow 8 \rightarrow 9 \rightarrow 5, 0 \rightarrow 7 \rightarrow 9 \rightarrow 5\). So
\[
k_{0.5}(t)
= Pr\{Z(S_1) = 5, S_1 \leq t \mid Z(0) = 0\}
= \int_0^t \int_0^y \lambda_A t e^{-(\lambda_{A1} + \lambda_{O1})x} e^{-(\lambda_{A2} + \lambda_{O2})(y - x)} e^{-(\lambda_{A4} + \lambda_{O2})(y - x)} e^{-(\lambda_{A4} + \lambda_{O2})(kT_{in} - y)}
(p_q) \frac{1}{\tau_{in}^2} \left[1 - p_D\right] q_D \left[1 - \frac{x}{\tau_{in}}\right]^{-1} \left[\frac{x}{\tau_{in}}\right]^{-1} dydx.
\]

For \(k_{0.6}(t)\), there are three paths: \(0 \rightarrow 7 \rightarrow 6, 0 \rightarrow 7 \rightarrow 9 \rightarrow 6, 0 \rightarrow 8 \rightarrow 9 \rightarrow 6\). So
\[
k_{0.6}(t)
= Pr\{Z(S_1) = 6, S_1 \leq t \mid Z(0) = 0\}
= \int_0^t \int_0^y \lambda_A t e^{-(\lambda_{A1} + \lambda_{O1})x} e^{-(\lambda_{A2} + \lambda_{O2})(y - x)} e^{-(\lambda_{A4} + \lambda_{O2})(y - x)} e^{-(\lambda_{A4} + \lambda_{O2})(kT_{in} - y)}
(p_q) \frac{1}{\tau_{in}^2} \left[1 - p_D\right] q_D \left[1 - \frac{x}{\tau_{in}}\right]^{-1} \left[\frac{x}{\tau_{in}}\right]^{-1} dydx.
\]

For \(k_{1.0}(t)\), there is one path: \(F_{A3}(t)\).
When \(k_{2.3}(t)\) is considered, we need to note that there are two rings: \(2 \rightarrow 7 \rightarrow 2\) and \(2 \rightarrow 7 \rightarrow 9 \rightarrow 2\). Let
\[
F_{272}(t) = \sum_{k=1}^{\left[\frac{x}{\tau_{in}}\right]} e^{-(\lambda_{A1} + \lambda_{O2})(kT_{in})} (1 - p_x) (1 - q_D)
[p_x (1 - q_D)] \left[1 - \frac{x}{\tau_{in}}\right]^{-1} \left[\frac{x}{\tau_{in}}\right]^{-1} dydx.
Then, we have

\begin{align*}
F_{2792}(t) &= \sum_{k=1}^{\infty} \int_0^{kT_{in}} \left[ p_r(1 - q_D) \right]^k \left[ p_D(1 - q_D) \right] e^{-e^{-(\lambda_{A1} + \lambda_{O2})(x)}} dx \cdot F_{A3}(t - kT_{in}).
\end{align*}

To obtain \( k_{2,3}(t) \), we let

\begin{align*}
F_{5795}(t) &= (1 - p_1) \int_0^t \int_0^t \int_0^{t-x-y} \lambda_{A1} e^{-(\lambda_{A1} + \lambda_{O2})y} [p_r(1 - q_D)]^{\left\lfloor \frac{t-x-y}{T_{in}} \right\rfloor} [p_D(1 - q_D)]^{\left\lfloor \frac{t-x-y}{T_{in}} \right\rfloor} dz dy dF_{A4}(x).
\end{align*}

Then

\begin{align*}
k_{2,3}(t) &= Pr\{Z(S_1) = 2, S_1 \leq t \mid Z(0) = 2\} \\
&= \sum_{k=0}^{\infty} \int_0^t \int_0^{t-x-y} \int_0^{t-x-y-z} \left[ p_r(1 - q_D) \right]^k \left[ p_D(1 - q_D) \right] \lambda_{A1} e^{-(\lambda_{A1} + \lambda_{O2})(x)} dx \cdot F_{A3}(t - kT_{in}) \cdot F_{5795}(x).
\end{align*}

To obtain \( k_{3,0}(t) \), we let

\begin{align*}
k_{3,0}(t) &= F_{O3}(t).
\end{align*}

To obtain \( k_{4,0}(t) \), we let

\begin{align*}
k_{4,0}(t) &= (1 - q_r)F_{O3}(t) + q_r F_{A4}(t).
\end{align*}

To obtain \( k_{5,0}(t) \), we let

\begin{align*}
k_{5,0}(t) &= q_D F_{O3}(t).
\end{align*}
The local kernel matrix $E(t)$:

$$E_{0,0}(t) = e^{-(\lambda_{A1} + \lambda_{01})t} \int_0^t (1 - F_{in}(t)) dF_{in}(x)$$

$$+ \sum_{k=1}^{+\infty} (p_r q_r) \int_0^t (1 - F_{in}(t-x)) dF_{in}(x)$$

$$E_{1,1}(t) = 1 - F_{A3}(t).$$

$$E_{2,2}(t) = 1 - F_{A3}(t) + \sum_{N=1}^{+\infty} \sum_{k=1}^{N} C_N^k \int_0^t (1 - F_{A3}(t-x)) dF_{in}(x)$$

$$E_{3,3}(t) = 1 - F_{O3}(t).$$

$$E_{4,4}(t) = 1 - F_{A4}(t).$$

$$E_{5,5}(t) = [1 - qD F_{O3}(t) - (1 - qD) F_{A4}(t)]$$

$$+ \sum_{k=0}^{+\infty} \int_0^t [1 - qD F_{O3}(t-x)]$$

$$- (1 - qD) F_{A4}(t-x) dF_{in}(x).$$

$$E_{6,6}(t) = 1 - F_{O4}(t).$$

$$E_{7,7}(t) = \int_0^t \lambda_{O1} e^{-(\lambda_{A1} + \lambda_{01})x} e^{-(\lambda_{A1} + \lambda_{02})t-x}$$

$$(p_r q_r) \int_{t-x}^{t} [p_r (1 - qD)] \int_{t-x}^{t} [p_r (1 - qD)] dx.$$
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